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Individual differences in the prosodic encoding of informativity 
Iris Chuoying Ouyang and Elsi Kaiser 

 
Abstract 
 
This chapter presents a psycholinguistic production study that investigates individual differences 
in the prosodic encoding of informativity. In particular, it examines how the shapes of f0 
contours and the sizes/ranges of f0 excursions are influenced by the interaction between 
information structure and information-theoretic properties. We focus on two types of information 
structure, namely new-information narrow focus and corrective narrow focus, and two kinds of 
information-theoretic properties, namely word frequency and contextual probability. We analyze 
(i) group trends, (ii) between-subject variability as well as (iii) within-subject variability, and 
thereby identify speaker-specific effects. Our results show that word frequency and contextual 
probability modulate the f0 movement associated with new-information narrow focus and 
corrective narrow focus respectively (see also Ouyang & Kaiser 2014). Furthermore, f0 ranges 
appear to be more informative than f0 shapes in reflecting informativity across speakers. 
Specifically, speakers seem to have individual ‘preferences’ regarding f0 shapes, the f0 ranges 
they use for an utterance, and the magnitude of differences in f0 ranges by which they mark 
information-structural distinctions. In contrast, there is more universality over the directions of 
differences in f0 ranges between information-structural types. Our findings highlight the 
importance of disentangling information structure and information-theoretic factors and 
examining both inter- and intra-speaker variability. 
 
1. Introduction 
 
It is widely accepted that prosody can reflect the extent to which a linguistic element is 
‘informative’. Prior work has approached the relationship between prosody and informativity 
from various angles, of which two popular ones are information structure (e.g. Breen, 

Fedorenko, Wagner, & Gibson, 2010； Brown, 1983; Cooper, Eady, & Mueller, 1985; Couper-

Kuhlen, 1984; Eady & Cooper, 1986; Hay, Warren, & Drager, 2006; Katz & Selkirk, 2011; 
Krahmer & Swerts, 2001; Ladd, 1996; Pierrehumbert & Hirschberg, 1990) and information 
theory (e.g. Aylett & Turk, 2004; Baker and Bradlow, 2009; Bell, Jurafsky, Fosler-Lussier, 
Girand, Gregory, & Gildea, 2003; Bell, Brenier, Gregory, Girand, & Jurafsky, 2009; Calhoun, 
2010; Clopper & Pierrehumbert, 2008; Gregory, Raymond, Bell, Fosler-Lussier, & Jurafsky, 
1999; Lieberman, 1963; Munson & Soloman, 2004; Pan & Hirschberg, 2000; Pitrelli, 2004; 
Pluymaekers, Ernestus, & Baayen, 2005a, 2005b; Scarborough, 2010; van Son, Koopmans-van 
Beinum, & Pols, 1999; Wright, 2003). It has been found that the acoustic properties of an 
utterance such as duration, f0, intensity, and spectral characteristics provide cues for the relative 
informativity of its components (see Wagner & Watson, 2010, for a review). However, existing 
studies have also noted that speakers differ in their acoustic characteristics and the prosodic 
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patterns they use to signal linguistic categories (e.g. Allen, Miller & Desteno, 2003; Dahan & 
Bernard, 1996; Fougeron, 2004; Fougeron & Kewley-Port, 2007; Loakes & McDougall, 2010; 
Niebuhr, D’Imperio, Fivela, & Cangemi, 2011; Smith & Hawkins, 2012; Theodore, Miller, & 
DeSteno, 2007; Trouvain & Grice, 1999). In this section, we will first discuss the previous 
research on prosody from the perspectives of information structure, information theory, and 
individual differences. Then, we will describe the aims and predictions of our study, which 
integrates the insights from these different traditions of research and furthers our understanding 
of prosody and informativity. 
 
1.1. Prosodic prominence and information structure 
 
In the information-structure-based tradition, acoustic prominence is associated with linguistic 
material in the foreground, or in focus – broadly speaking, material that adds new information to 
the conversation. Depending on the preceding discourse, speakers may emphasize particular 
words in an utterance to direct their addressee’s attention to the important message they are 
trying to convey. It has been found that some types of information structure differ acoustically 
from each other. For instance, consider the word ‘toys’ in the following contexts:  
 
(1) a. What did David find on the stairs?  
 b. He found toys on the stairs. [‘toys’ = narrow, new-information focus]  
(2)  a. Did David find toys on the stairs?  
 b. Yes, he found toys on the stairs. [‘toys’ = given information, unfocused]  
(3) a. What happened?  
 b. David found toys on the stairs. [‘toys’ = wide, new-information focus] 
 
In response to (1a), toys in (1b) is in new-information focus, as it conveys information that has 
not been mentioned and cannot be inferred from the preceding discourse. In contrast, the same 
word toys in (2b) responding to (2a) is unfocused, given information, because what it conveys 
has been expressed in the preceding discourse (e.g. Prince, 1992; Rooth, 1992). Furthermore, 
toys in (1b) is narrowly focused new information, since it is the only component of the utterance 
that introduces new information to the conversation. However, the same word toys in (3b) in 
response to (3a) is new information in wide focus, because the entire utterance with multiple 
components including toys is in new-information focus (e.g. Gussenhoven, 1983; Selkirk, 1984). 
It has been shown that new elements are acoustically more prominent than given elements (e.g. 
Brown, 1983; Eady & Cooper, 1986; Hay et al., 2006; Krahmer & Swerts, 2001; Ladd, 1996), 
and that material in narrow new-information focus is acoustically more prominent than the same 
material in wide new-information focus (e.g. Breen et al., 2010; Eady & Cooper, 1986). 
 
Another kind of information structure that has been extensively studied is contrastive focus, of 
which various subtypes have been identified (e.g. Vallduví & Vilkuna, 1998). For example, two 



3 
 

common types of contrastive focus, both involving explicit alternatives in the preceding 
discourse, are shown in (4-5). Toys in (4b) responding to (4a) picks ‘toys’ from the set consisting 
of ‘books’ and ‘toys’ that has been established via (4a), and toys in (5b) responding to (5a) is 
intended to contradicts the information socks that has been conveyed via (5a). In this study, we 
concentrate on the latter type of contrastive focus, which has been referred to as corrective focus 
(e.g. Dik, 1997). We chose this subtype because its information-structural properties are well-
understood and it is prevalent in communication. Contrastive/corrective elements have been 
shown to receive greater acoustic prominence than non-contrastive/non-corrective elements, 
whether they are given or new material in the discourse (e.g. Breen et al, 2010; Cooper et al, 
1985; Couper-Kuhlen, 1984; Katz & Selkirk, 2011; Krahmer & Swerts, 2001).  
 
(4) a. Did David find books or toys on the stairs?  
 b. He found toys on the stairs. [‘toys’ = narrow, contrastive focus]  
(5) a. Did David find socks on the stairs?  
 b. No, he found toys on the stairs. [‘toys’ = narrow, contrastive/corrective focus] 
 
Various acoustic properties have been found to reflect information-structural salience, including 
types or presence of accents on and after the focused element (e.g. Krahmer & Swerts, 2001; 
Ladd, 1996; Pierrehumbert & Hirschberg, 1990), expanded vowel space and increased formant 
movement in the focused element (e.g. Hay et al., 2006), increased duration, f01, intensity, and 
more f0 protrusion during the focused element, more f0 compression following the focused 
element (e.g. Breen et al., 2010; Brown, 1983; Couper-Kuhlen, 1984; Katz & Selkirk, 2011), 
decreased duration, f0 and intensity preceding the focused element (e.g. Eady & Cooper, 1986), 
and a sudden drop or sharper fall within or following the focused element (e.g. Cooper et al, 
1985; Couper-Kuhlen, 1984; Eady & Cooper, 1986). 
 
1.2. Prosodic prominence and information-theoretic factors 
 
In addition to work from the information-structural perspective, there is also research in the 
information-theoretic tradition, where a correlation has been found between acoustic reduction 
and the redundancy, or the predictability of a linguistic element. Depending on what is more (or 
less) common in the language or the given linguistic environment, certain elements may be 
pronounced with more or less acoustic prominence. A wide variety of probabilistic 
measurements have been used to represent the predictability of a segment, phoneme, or word. 
Examples include context-independent properties such as frequency and neighborhood density 
(e.g. Munson & Soloman, 2004; Pitrelli, 2004; Scarborough, 2010; Wright, 2003) and context-
dependent properties such as joint probability, conditional probability, mutual information, and 

                                                            
1 In Breen et al. (2010), focus breadth (narrow vs. wide) and contrastiveness (corrective vs. non-corrective) have 
opposite effects on f0. Narrow focus is marked with higher mean and maximum f0 than wide focus, while 
correctively focused word is produced with lower mean and maximum f0 than non-correctively focused word. This 
finding about contrastiveness diverges from other previous research. 
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semantic predictability (e.g. Bell et al., 2003; Clopper & Pierrehumbert, 2008; Lieberman, 1963; 
Pan & Hirschberg, 2000; Scarborough , 2010; van Son et al, 1999). Elements that occur more 
frequently or have more neighbors (i.e. items that are similar to each other due to overlapping 
features) in the language are acoustically more reduced than elements that occur less frequently 
or have fewer neighbors. Likewise, elements that are more likely to occur in a particular 
environment (based on adjacent items or semantic context) receive larger acoustic reduction than 
elements that are less likely to occur in the environment. Research has found information-
theoretic predictability being realized with decreased duration and amplitude (e.g. Bell et al., 
2003; Lieberman, 1963), lower likelihood of accentuation (e.g. Pan & Hirschberg, 2000; Pitrelli, 
2004), lower center of gravity of the power spectrum (CoG), less extreme distance between the 
first and second formants (e.g. van Son et al., 1999), shorter vowels, and less dispersed vowel 
space (e.g. Clopper & Pierrehumbert, 2008; Munson and Soloman, 2004; Scarborough , 2010; 
Wright, 2003). 
 
1.3. Connections between information-structural and information-theoretic approaches 
 
While the information-structural and the information-theoretic traditions focus on different 
factors of informativity from distinct perspectives, they have found similar prosodic patterns that 
signal the relative degree of informativity between linguistic elements (see Sections 1.1-1.2). A 
higher degree of informativity in general results in more exhaustive use of a prosodic space, 
whichever acoustic dimension it is that a particular study examines. This leads us to the question 
of how information structure and information-theoretic properties interact in influencing prosody: 
Do they have simply have additive effects, or they interact in a non-additive way? To our 
knowledge, only a limited number of studies have investigated both of these two types of 
informativity (e.g. Aylett and Turk, 2004; Baker and Bradlow, 2009; Bell et al., 2009; Calhoun, 
2010; Gregory et al., 1999; Pluymaekers et al., 2005a, 2005b). Most of these studies take an 
information-theoretic approach that includes the repeated use of words as a redundancy factor. 
Repeated words are by definition given, or at least not entirely new, information, and thus the 
information-theoretic notion of repetition can be regarded as givenness in an information-
structural view (e.g. Fowler & Housum, 1987). The effect of word repetition, over and above 
(other) information-theoretic factors, has been found on different kinds of linguistic units. Aylett 
and Turk (2004) measure how many times a referent has been previously mentioned, and show 
that syllable duration decreases as the order of mention increases, in addition to the effects of 
word frequency and syllable conditional trigram probability. For suffixed words in Dutch, 
Pluymaekers, Ernestus, and Baayen (2005b) measure how many times a word has been uttered, 
and show that repetition significantly reduces the duration of suffixes and marginally reduces the 
duration of stems and entire words, in addition to the effects of mutual information with the 
adjacent words. Bell, Brenier, Gregory, Girand and Jurafsky (2009) find that, in English, content 
words are shorter when repeated, more frequent, or more predictable from the following word, 
while function words are not so affected by repetition and word frequency, but are affected by 
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the predictability from the following word. The predictability from the preceding word only 
shortens very frequent function words. Lastly, Gregory, Raymond, Bell, Fosler-Lussier and 
Jurafsky (1999) find that word duration decreases as the following redundancy factors increase: 
word frequency, mutual information, conditional bigram probability, semantic relatedness, and 
repetition. In sum, word repetition has been shown to cause shortening at the syllable, morpheme 
and word levels, even when we take into account word frequency and other statistical-
probabilistic factors based on adjacent items or semantic context.  
 
To the best of our knowledge, there is only one existing study that addresses the interaction 
between word repetition and (other) information-theoretic factors. In a production experiment 
where participants read a number of paragraphs twice, Baker and Bradlow (2009) find that word 
frequency influences the amount of reduction a word undergoes when it is mentioned for the 
second time. Higher-frequency words exhibit more shortening upon second mention than lower-
frequency words, when word length is controlled. Furthermore, this interaction is only found in 
plain speech, i.e., when participants are instructed to speak as if they are talking to someone 
familiar with their voice and speech patterns. It does not occur in clear speech, i.e., when 
participants are instructed to speak as if they are talking to a listener with a hearing loss or to a 
non-native speaker learning their language. From the perspective of information structure, this 
finding can be restated as: the duration cue for new information (i.e. first mention) is weaker in 
lower-frequency words, and weaker in clear speech compared to plain speech. Thus, there seems 
to be a saturation effect such that the prosodic cues for information structure are weakened when 
information-theoretic factors also demand prosodic prominence. However, it remains unclear 
whether other kinds of information-theoretic factors, such as contextual probability, have a 
similar impact and whether other kinds of information structure, such as corrective focus, are 
affected in a similar way. Calhoun (2010) shows that whether a word carries a nuclear accent, 
non-nuclear accent, or no accent can be predicted using models including word frequency, 
bigram probability, the presence/absence of focus, as well as other factors. Nevertheless, no 
interaction between these factors is mentioned. In sum, it is not yet well-understood how 
information-theoretic properties and information structure interact to influence prosody. 
 
1.4. Individual differences in prosody and the prosodic encoding of informativity 
 
In addition to the interaction between different types of informativity, another important factor 
that influences an utterance’s prosodic representation is individual differences. Research has 
shown that speakers should not be assumed homogenous even though they speak the same 
language. Speakers can differ in their ways of marking the linguistic distinction in question using 
duration, f0, intensity and spectral parameters. To name a few, individual differences have been 
investigated in the duration and spectral cues for word boundary (e.g. Smith & Hawkins, 2012), 
in voice-onset-time (VOT) for stop consonants (e.g. Allen, Miller & Desteno, 2003; Loakes & 



6 
 

McDougall, 2010), and how VOT is affected by other factors such as speech rate and place of 
articulation (e.g. Theodore, Miller & DeSteno, 2007). 
 
It appears that between-subject variability can occur qualitatively and quantitatively, both on a 
general level and in specific cases. Along a given acoustic dimension, participants have different 
ranges of absolute values, produce different sizes and directions of variation between and within 
linguistic categories, and use different kinds and numbers of strategies to signal a linguistic 
contrast. For example, in a study where participants were asked to speak at self-selected fast, 
normal and slow rates, some people’s fast rates were similar to some others’ slow rates in terms 
of the number of syllables they produced per second. Moreover, the participants differed in how 
they altered their speech rate: while some people produced more syllables a second for a faster 
rate, some others produced longer pauses for a slower rate (German: Trouvain & Grice, 1999). In 
a study by Dahan and Bernard (1996) on French emphatic accent with four participants, some 
people increased f0 to a greater extent than others. The participants also differed in where and 
how they used intensity to signal emphasis. For the emphasized element in a sentence, one 
person increased the intensity, another person decreased it, and two other people produced no 
difference. In the sentence region preceding the emphasized element, three people decreased the 
intensity, while one person produced no differences. Lastly, everyone decreased the intensity in 
the sentence region following the emphasized element (Dahan & Bernard, 1996).  
 
In addition to individual differences in the modulation of duration, pauses, f0 and intensity, work 
by Niebuhr, D’Imperio, Fivela and Cangemi (2011) found evidence for individual differences on 
the realization of pitch accent categories in Standard Northern German (H* vs. H+L*), 
Neapolitan Italian (L+H* vs. L*+H) and Pisa Italian (H* vs. H*+L). Niebuhr et al. found that 
Standard Northern German and Neapolitan Italian speakers used different strategies in terms of 
the alignment and shapes of f0 contours: some people produced systematic differences in the 
location of f0 peak with respect to the target syllable, while others produced systematic 
differences in how steep and large the f0 rise or fall was. In contrast, Pisa Italian speakers only 
differed in cue strength: those who made greater alignment differences also made greater 
differences in shapes (Niebuhr, D’Imperio, Fivela & Cangemi, 2011).  
 
Individual differences also exist in the strategies people use for increasing the 
audibility/intelligibility of their speech. In a study where participants were first asked to speak 
normally and then asked to speak as they would if they were talking to a hearing-impaired person, 
individual differences were observed. According to normal-hearing listeners in a perception 
study, some of the speakers significantly improved their vowel intelligibility while others did not. 
It turns out that the former group of speakers increased their vowel duration and raised their F2 
for front vowels to a greater extent than the latter group. Also, the former group expanded their 
vowel space in the F1 dimension, while the latter group did not (Fougeron, 2004; Fougeron & 
Kewley-Port, 2007). In sum, empirical evidence suggests that speakers may differ from one 
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another substantially in terms of whether and how particular acoustic markers correlate with 
particular linguistic factors. 
 
In addition to the studies that explicitly focus on individual differences, research whose primary 
focus is not on individual differences has also led to observations about between-subject 
variability, i.e. how individuals differ.  For example, it has been noted that participants differed 
in their duration and spectral cues for the edges of prosodic domains (e.g. Fougeron & Keating, 
1997; Krivokapic & Byrd, 2012; Korean: Cho & Keating, 2001), in their pausing and 
lengthening cues for levels of discourse structure (e.g. word vs. clause vs. paragraph in Dutch: 
van Donzel & Beinum, 1996), and in the effect of word prosodic structure on vowel duration (e.g. 
Dutch: Rietveld, Kerkhoff & Gussenhoven, 2004). 
 
More specifically related to informativity, Krahmer and Swerts (2001) investigated the 
intonational cues for the distinctions between contrastive focus, non-contrastive focus, and given 
information in Dutch. An interactive task was used, where participants worked in pairs to 
complete dialogues. It was found that some participants’ prosodic behavior ignored their 
partner’s contribution and instead prosodically marked elements that were contrastive to their 
own last utterance. These participants also tended to end their utterances with a high boundary 
tone (H%), which is generally interpreted as signaling the speaker’s intention to hold the turn. 
Thereby, these ‘egocentric’ participants made the exceptional cases in the data.  
 
In related work on focus types, Andreeva, Barry and Steiner (2007) investigated the cues in 
duration, f0, intensity and vowel quality for the distinctions between narrow contrastive focus, 
narrow non-contrastive focus, and wide focus in German. They note that some participants 
produced larger differences than others, and some participants also used one parameter to a 
greater extent than another. Thus, individual participants had their own tendencies and strategies 
in producing prosodic prominence. Other than these sparse observations, little is known about 
the extent or nature of individual differences regarding the prosodic encoding of informativity.  
 
1.5. The present study: Aims and expected outcome 
 
The previous research discussed in Sections 1.1-1.3 shows that an utterance’s prosodic 
representation depends on how informative each of its constituents is. Information-structural 
status, such as being in narrow focus, and information-theoretic properties, such as lexical 
frequency and contextual probability, both play a role in prosody. It is striking that little attention 
has been paid to the potential interaction between information structure and information-
theoretic factors, given the considerable efforts that have been devoted to both kinds of factors 
separately. To shed light on this issue, we conducted a psycholinguistic production study (see 
Ouyang & Kaiser 2014 for an earlier discussion of this study) to investigate whether information 
structure and information-theoretic factors interact in determining a word’s prosodic prominence, 
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and if so, whether different information-structural types interact with different information-
theoretic factors in similar ways. For instance, could it be that the prosodic cues for new-
information vs. corrective focus differ in terms of whether they are sensitive to word frequency 
vs. contextual probability?  
 
Since prior work has found that the effect of givenness on duration is stronger when the repeated 
words are high-frequency (Baker & Bradlow, 2009), we hypothesized that the prosodic effect of 
information structure would be stronger in words with low informativity in the information-
theoretic dimensions. In other words, the prosodic cues for information structure might be 
weakened when other factors – such as information-theoretical properties – also demand 
prosodic prominence. Building on Baker and Bradlow (2009), our study explored effects of word 
frequency and narrow new-information focus. We also looked at the effects of another 
information-theoretic factor, namely contextual probability, as well as another type of 
information structure, namely narrow corrective focus. Including multiple factors of each kind of 
informativity allowed us to investigate the potentially complex interactions among them. 
Specifically, we expected that narrow focus would be prosodically distinct from wide focus 
when the target word is highly frequent and/or highly contextually probable (i.e. has low 
information-theoretic informativity). In contrast, when the target word is low-frequency and/or 
low-probability (i.e. has high information-theoretic informativity), we predicted that the prosodic 
distinctions between narrow and wide focus might be weakened or even absent: prosodic 
reflexes of information structure might be observed in only one or perhaps in neither of the two 
narrow-focus conditions. If these predictions are borne out, we can then look into whether 
different information-structural types (i.e. corrective vs. new) could react differently to different 
information-theoretic factors (i.e. lexical frequency vs. contextual probability). 
 
In addition to the general trends among speakers, the discussion in Section 1.4 shows that 
speakers differ in their acoustic realization of prosody. As there is not a lot of prior work 
focusing on individual differences in sentence prosody, we first wanted to see, on a general level, 
whether our results fit with the previous findings that sentence prosody is susceptible to speaker-
specific effects. We then also looked more closely at whether and how individual differences 
manifested themselves in the prosodic encoding of informativity. Roughly speaking, we 
expected individual differences in all aspects investigated, because existing research on other 
prosody-related topics (as discussed in the preceding sections) has found both qualitative and 
quantitative variability among the participants of a study, in terms of the range and 
characteristics of cues a participant produces along an acoustic dimension as well as the size and 
direction of acoustic differences that a participant produces to signal a linguistic contrast 
(Andreeva, Barry & Steiner 2007; Dahan & Bernard, 1996; Fougeron & Kewley-Port, 2007; 
Krahmer and Swerts 2001; Niebuhr, D’Imperio, Fivela & Cangemi, 2011; Trouvain & Grice, 
1999). Specifically, we expected our participants to differ in whether they made distinctions 
between narrow and wide focus in a given information-theoretic condition, whether they 
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increased or decreased prosodic prominence for a given region of the sentence, to what extent 
they vary prosodic prominence to convey the informativity of a word, as well as the overall 
prosody of their utterances. 
 
In terms of the acoustic correlates of prosodic prominence, we focused on (i) the shape of an f0 
contour and (ii) the size of excursions in an f0 contour (which will be called ‘f0 range’ 
henceforth). We chose f0 because it is an acoustic dimension that has been extensively studied in 
the information-structural tradition yet not much so in the information-theoretic tradition. In 
other words, by conducting this study, we also hoped to provide further evidence for the effects 
of information-theoretic factors on f0. Furthermore, because there are studies showing that 
intonational categories (e.g. H*, L+H*) do not necessarily map straightforwardly onto focus 
types (e.g. Katz & Selkirk, 2011; Krahmer & Swerts, 2001, Watson, Tanenhaus, & Gunlogson, 
2008), we did not take an intonational-phonological approach (e.g. Ladd, 1996; Pierrehumbert 
and Hirschberg, 1990). Based on previous research, a good indicator of narrow focus seems to be 
a relatively exhaustive use of the acoustic space. In the f0 dimension, as mentioned in Section 
1.1, it has been found that narrow focus differs from wide focus in having greater f0 protrusion 
or higher f0 on the narrowly focused element, greater f0 compression or sharper f0 fall following 
the focused element, and lower f0 preceding the focused element (Breen et al., 2010; Brown, 
1983; Cooper et al, 1985; Couper-Kuhlen, 1984; Eady & Cooper, 1986; Katz & Selkirk, 2011). 
Therefore, we quantitatively measured both f0 shapes and f0 ranges, which presumably would 
capture the level of prominence in the f0 dimension.  
 
In our study, the object of a sentence is the narrowly focused word in the discourse. Therefore, 
we expected narrow focus to influence prosody in the sentence region containing the object and 
the words immediately preceding and following it. Specifically, we predicted that the f0 
movement of this sentence region would be bigger, or at least not smaller, in the narrow-focus 
conditions than the wide-focus condition. Also, we expected that individual participants would 
differ in the f0 shapes and ranges they produced in general, and the sizes and directions of 
differences they produced for information-structural distinctions. 
 
2. Experiment 
 
We conducted a production study with an interactive set-up. An earlier, abbreviated discussion 
of this experiment is available in Ouyang & Kaiser (2014), where we discuss some of the group 
results but do not explore any issues related to individual variation. Each trial consisted of a 
read-aloud task and a subsequent selection task. In both tasks, participants interacted with a 
partner, who was a lab assistant. The read-aloud task provided the critical recordings: the target 
sentences were produced by the participants during the read-aloud task. The selection task was 
included to engage both people in the read-aloud task: paying attention to what the other person 
said in the read-aloud task was necessary to successfully perform the selection task. (We do not 
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discuss the selection task in detail here because it is not relevant for the results, but people 
essentially had to pick the correct items from a larger array). 
 
2.1. Design and procedures 
 
Participants worked with a partner in reading aloud sentence pairs. Each sentence pair consisted 
of a question spoken by the partner (Sentence A) and a response (the critical sentence) spoken by 
the participant (Sentence B), as shown in (1-3) below. Participants saw Sentence B on a 
computer screen when it was their turn to speak. The target sentences (Sentence B on target trials) 
are transitive clauses with the following structure: a third-person plural pronoun subject, a simple 
past tense verb, an object, and a prepositional phrase indicating a location. The critical word we 
focus on is the object of each target sentence (e.g. balls). The experiment had 48 target trials; 
each participant encountered four items in each condition and did not see any item more than 
once. A full list of the target sentences can be found in Appendix 1. There were also 48 filler 
trials. The dependent variable we measured was the f0 values of an utterance. 
 
(1) NARROW CORRECTIVE FOCUS 
 A: I heard that Dawn and Alice got gloves at the sports store. 
 B: No, they got [balls]CORRECTIVE FOCUS at the sports store. 
(2) NARROW NEW-INFORMATION FOCUS 
 A: What did Rachel and Carolyn get at the sports store? 
 B: They got [balls]NEW-INFO FOCUS at the sports store. 
(3) WIDE/VP FOCUS 
 A: What did Angela and Joyce do? 
 B: They [got balls at the sports store]NEW-INFO FOCUS. 
 
To investigate whether information-theoretic factors interact with information structure in 
shaping the prosody of an utterance, we manipulated (i) the lexical frequency of the object noun, 
(ii) whether the object was probable in the context of the preceding verb and the following 
location, and (iii) the object’s informational-structural status in relation to the question. Thus, a 
within-subject design with three independent variables was implemented: (i) word frequency 
(with two levels: high or low frequency), (ii) contextual probability (with two levels: high or low 
probability), and (iii) focus type (with three levels: narrow corrective focus, narrow new-
information focus, or wide/VP focus).  
 
We manipulated the focus type of the critical noun by means of the question asked by the partner, 
as shown in (1)-(3). In the wide/VP focus condition (ex. 3), the question asks about the content 
of the entire verb phase (i.e., what did X do?), and the answer spoken by the participant provides 
this information. Thus, the whole VP (e.g., got balls at the sports store) is new information. In 
the narrow new-information focus condition (ex. 2), in contrast, the question asks for the object 
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of the transitive verb, and therefore only the object is new information in this condition. Finally, 
in the narrow corrective focus condition (ex. 1), the partner makes a statement where the object 
is incorrect (as signaled to the participant by the sentence on their screen), and thus the object in 
the participant’s response is correctively focused. 
 
The contextual probability of the critical words was estimated through a web-based norming 
study. Four verb-location contexts and eight objects were ultimately selected for the target 
sentences, as shown in Table 2. Each of the eight target nouns functioned as a probable object in 
some contexts and an improbable object in other contexts. This allows us to ensure that any 
effects of contextual probability cannot be attributed to idiosyncratic properties of specific nouns. 
Another four nouns were selected to be the ‘incorrect’ objects in the question that elicited 
corrective focus (e.g., gloves in ex. 1). These nouns had a contextual probability between the 
high-probability and low-probability critical words and a word frequency between the high-
frequency and low-frequency critical words. 
 
The word frequency of the object nouns was determined according to the SUBTLEXus database 
(Brysbaert & New, 2009). SUBTLEXus provides word frequency measures on the basis of 
American English subtitles, and contains 51 million words in total. The critical words in the 
high-frequency conditions ranged in a frequency from 67.76 to 40.16 per million, while those in 
the low-frequency conditions ranged in a frequency from 13.22 to 0.41 per million, as shown in 
Appendix 2. 
 

VERB 
OBJECT 

LOCATION Frequent &
Probable 

Infrequent &
Probable 

Frequent &
Improbable

Infrequent & 
Improbable 

got balls cleats fish toys at the sports store 
kicked cars cans books shells in the garage 
found fish shells balls cans in the sea 
found books toys cars cleats on the stairs 

 
Table 2: Manipulation of word frequency and contextual probability 
 
2.2. Participants 
 
Sixteen native speakers of American English participated in this study. All participants, 11 
female and 5 male, were students at the University of Southern California. Two lab assistants 
interacted with participants in this study. Both lab assistants were female native speakers of 
American English and students at the University of Southern California. 
 
2.3. Data analysis 
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768 utterances were collected from the 16 participants, each producing 48 target responses. Out 
of the full set of data, 43 utterances (5.6%) were not included in the data analysis, due to speech 
errors (16 utterances), disfluencies (6 utterances) and technical issues with the audio recording 
(21 utterances). 
 
F0 measurements were obtained using the STRAIGHT algorithm (Kawahara, de Cheveigne & 
Patterson, 1998) through the VoiceSauce program (Shue, Keating, Vicenik & Yu, 2011). The 
raw f0 values were then smoothed (smoothn in MATLAB: Garcia, 2010) to remove f0 tracking 
errors and segmental effects. The smoothed values were then converted into a semitone scale, as 
semitones reflect pitch perception better than the Hertz scale (e.g. Nolan, 2003). Finally, the data 
were normalized by subject using z-scores, to factor out individual differences in f0 registers 
(e.g., women usually have wider and higher registers of f0 than men). The z-scores represented 
each data point in terms of its number of standard deviations above or below the mean across all 
utterances produced by a given speaker.  
 
To investigate whether different levels of word frequency and contextual probability influence 
the prosodic encoding of narrow focus in different ways, we examined the effects of narrow 
focus in the four conditions of word frequency and contextual probability separately: high-
frequency words in high-probability contexts, high-frequency words in low-probability contexts, 
low-frequency words in high-probability contexts, and low-frequency words in low-probability 
contexts2. As the prosodic effects of narrow focus were expected in the focused word and the 
words immediately before and after it (see Section 1.5 for the predictions of this study), we 
examined these regions of a sentence. Specifically, we analyzed f0 shapes and ranges for the 
following three intervals: Pre-Focus (verb), Focus (object), and Post-Focus (the region from 
preposition to article), from Pre-Focus to Focus (verb and object), and from Focus to Post-Focus 
(the region from object to article)3. F0 ranges were calculated by subtracting the minimum f0 
from the maximum f0 in each interval. Since the f0 measurements have been normalized based 
on a given speaker’s f0 register, a larger f0 range indicates that the participant was employing a 
bigger proportion of his or her f0 register.  
 
To examine the shapes of f0 contours, we used a smoothing spline ANOVA approach. The 
smoothing spline ANOVA fits regression to continuous data to test differences between curves 
(Gu, 2002). We plotted the best-fitted curves with 95% confidence intervals (1.96 standard 
errors). The best-fitted values in a regression analysis can be interpreted as representing the 

                                                            
2 We did not directly compare different levels of word frequency or contextual probability, because identical 
sentences existed only between different types of focus. This is an intrinsic property of the design, due to the 
manipulation of word frequency and contextual probability. 
3 We did not statistically analyze the head noun of the prepositional phrase because it was at the end of a sentence, 
where f0 varied considerably due to factors outside the scope of this study such as dialects (e.g. Ching, 1982) and 
turn transition cues (e.g. Wennerstrom and Siegel, 2003). 
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average patterns of the data being modeled. Two conditions can be considered as being 
significantly different if the 95% confidence intervals of their best-fitted values do not overlap. 
Similar approaches have been used for other kinds of continuous data in phonetics, such as 
tongue shapes (e.g. Davidson, 2006) and formants (e.g. Baker, 2006). We first extracted 20 data 
points with equal time spacing from each of the three consecutive intervals: Pre-Focus, Focus 
and Post-Focus. Mixed-effects smoothing spline ANOVA models were then performed with 
Focus Type, Time and their Interaction as fixed effects (gss in R: Gu, 2013). In the analysis of 
group patterns (presented in Section 3), Subject and Item were included as random intercepts. 
For the analysis of individual patterns (presented in Section 4.1), models were performed on each 
participant’s data separately, and Item was included as a random intercept.  
 
For f0 ranges, mixed-effects models were conducted on f0 ranges (lme4 in R: Bates, Maechler, 
Bolker and Walker, 2014; lmerTest in R: Kuznetsova, Brockhoff, and Christensen, 2015). In the 
analysis of group patterns (presented in Section 3), Focus Type was included as a fixed effect, 
and Subject and Item were included as random effects. When specifying the structure of random 
effects, we started with a full model (i.e. including intercepts and slopes for Subject and Item), 
and if it failed to converge, we reduced the Subject slopes and/or the Item slopes until the model 
converged. All the group models that converged had random intercepts for Subject and Item. In 
the analysis of individual patterns, Subject was included as a fixed effect and Item was included 
as a random effect when we looked at a speaker’s overall f0 ranges regardless of the condition 
(presented in Section 4.1). This model had both a random intercept and random slopes for Item. 
Finally, for the directionality and magnitude of differences in f0 ranges between conditions 
(presented in Section 4.2), we mainly focused on descriptive statistics, because the numbers of 
observations became relatively low when the data were split into small subsets by both subject 
and condition. 
 
3. Group results 
 
Overall, the predictions outlined in Section 1.5 about the general trends were borne out, as can be 
seen in Figures 1-4, which shows the smoothing spline ANOVA results. In terms of f0 shapes, 
the three types of focus do not significantly differ in the Pre-Focus interval (the first section 
marked on the x-axis). Significant differences in f0 shapes start emerging towards the end of the 
Focus interval (the middle section marked on the x-axis) and continue for most of the Post-Focus 
interval (the last section marked on the x-axis). Narrow corrective focus (solid lines) and narrow 
new-information focus (dashed lines) have a steeper f0 drop than wide focus (dotted lines) in 
some cases, depending on the narrowly-focused word’s frequency and contextual probability. 
More specifically, when the word is high-frequency and occurs in a probable context (got balls 
at the sports store), both types of narrow focus differ significantly from wide focus (Figure 1, 
labelled ‘High Freq + High Prob’). However, when a high-frequency word is focused in an 
improbable context (got fish at the sports store), only new-information focus differs significantly 
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from wide focus; corrective focus patterns with wide focus (Figure 2, ‘High Freq + Low Prob’). 
In contrast, when the word is lexically infrequent but contextually probable (got cleats at the 
sports store), corrective focus differs significantly from wide focus; new-information focus does 
not (Figure 3, ‘Low Freq + High Prob’). Finally, neither type of narrow focus differs from wide 
focus when it is an infrequent word focused in an improbable context (got toys at the sports store, 
Figure 4, ‘Low Freq + Low Prob’).  
 
The analysis of f0 ranges finds parallel patterns to the above results of f0 shapes. There are no 
significant differences in f0 ranges when the Pre-Focus and Focus intervals are analyzed either 
jointly (i.e. treated as one region) or separately (t’s < 1.723, p’s > 0.086). The interaction 
between word frequency, contextual probability and focus types appears when the Post-Focus 
interval is analyzed alone or jointly with the Focus interval. In the condition of lexically frequent 
and contextually probable words, both types of narrow focus have significantly larger f0 ranges 
than wide focus (t’s > 2.524, p’s < 0.05, except for new-information focus in the Post-Focus 
interval: t = 1.458; p = 0.147). In the condition of lexically frequent but contextually improbable 
words, only new-information focus has larger f0 ranges than wide focus (t’s > 1.994, p’s < 0.05); 
corrective focus does not (t’s < 1.650, p’s > 0.100). In contrast, for low-frequency but high-
probability words, corrective focus has larger f0 ranges than wide focus (t’s > 2.159, p’s < 0.05); 
new-information focus patterns with wide focus (t’s < 1.091, p’s > 0.276). Lastly, neither type of 
narrow focus differs from wide focus when low-frequency words are focused in low-probability 
contexts (t’s < 1.366, p’s > 0.173).4 
 

Figure 1: High Freq + High Prob 

 
 

Figure 3: Low Freq + High Prob 

 
 

Figure 2: High Freq + Low Prob Figure 4: Low Freq + Low Prob 

                                                            
4 Here we do not report statistics for the Focus and Post-Focus intervals separately, due to reasons of readability, and 
more importantly because we do not think that this distinction (i.e. whether it is the Focus or Post-Focus interval 
which shows significant differences) is theoretically relevant for the claims we are making in this paper. 
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Figures 1-4: Best-fitted curves with 95% confidence intervals for the f0 values (in semitone, 
standardized by speaker) in the pre-focus, focus and post-focus regions of an utterance. 
 
As a whole, we find that narrow focus brings greater prosodic prominence than wide focus, but 
this effect disappears under certain conditions of word frequency and contextual probability. 
Specifically, narrow corrective focus differs from wide focus only when the word carrying 
corrective information in narrow focus is probable in its sentence context. Conversely, new-
information focus differs from wide focus when the word carrying new information in narrow 
focus is a frequent word. This suggests that the prosodic prominence associated with information 
structure is modulated by word frequency and contextual probability. 
 
4. Individual results 
 
In the previous section, we summarized the overall patterns when all participants are investigated 
as a group. Let us now explore whether and how individual participants differ from one another. 
In this section, we will first look at the overall prosody of individual speakers, focusing on f0 
shapes and ranges (Section 4.1). Then, we will examine the different experimental conditions, to 
see how individual speakers produce different types of focus in different conditions of word 
frequency and contextual probability (Section 4.2).  
 
4.1. Overall prosody of utterances 
 
Overall, in terms of general prosodic patterns, speaker-specific variation occurs both 
qualitatively and quantitatively. Between-subject variability and within-subject consistency were 
observed in both the shapes of f0 contours and the ranges of f0 values. 
 
First, the shapes of f0 contours vary greatly from participant to participant. In a given condition, 
participants differ in the number, locations and relative height of the f0 peaks and valleys that 
they produce in an utterance. To illustrate the extent of variability, we plotted a sample of five 
participants whose f0 shapes are clearly distinct from one another. Figure 5 shows the observed 
f0 contours produced by these participants for new-information, frequent words that are 
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narrowly-focused in probable contexts (e.g., What did Rachel and Carolyn get at the sports store? 
They got balls at the sports store.) We can see that participants 04 (triangles), 06 (dots) and 09 
(dashes) all tend to produce a high tone on the focused word (i.e. balls) – thus showing overall 
consistency in this regard. However, their choices regarding the adjacent tones differ. Participant 
06’s utterances on average have a low tone preceding the high tone, participant 04’s in general 
have another high tone preceding the high tone, and participant 09’s seem to have a low tone 
following the high tone. Furthermore, participant 01 (squares) and participant 04 both show a 
clear tendency of declination, but participant 04’s utterances have two high tones whereas 
participant 01’s do not have apparent tone targets. Lastly, participant 07 (solid line) distinctively 
produces the focused word with a low tone. Such diversity is found among other participants and 
in other conditions as well. 
 

 
Figure 5: Observed mean f0 (in semitone, standardized by speaker) for participants 01, 04, 06, 07 
and 09 in the narrow new-information focus, high word frequency and high contextual 
probability condition. 
 
Although different participants produce different shapes of f0 contours, they show consistent 
patterns within their own utterances. For example, Figure 6 provides a glance at the observed f0 
contours produced by participant 04 in all twelve experiment conditions. We can see that 
participant 04’s utterances are quite similar to one another, regardless of the condition. To further 
illustrate the intra-subject consistency with better graphical legibility, Figure 7 shows the 
smoothing spline ANOVA results of three individual participants, including participant 04, in all 
four information-theoretic conditions. These three participants were chosen because they had 
strong preferences regarding f0 shapes. We can see that participant 01’s utterances (top row) 
mostly follow a declination slope, although a low tone occasionally occurs around the end of the 
Focus interval. Participant 04 (middle row) consistently produces a high tone in the Pre-Focus 
interval and another high tone, downstepped, in the Focus interval, except there is sometimes a 
low tone proceeding and/or following the second high tone. Participant 06 (bottom row) 
generally produces a low tone in the Pre-Focus interval and a high tone in the Focus interval, 
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which is often followed by another low tone. Speaker-specific preferences of this sort are also 
found for most of the other participants in our data. 
 

 
Figure 6: Observed mean f0 (in semitone, standardized by speaker) of participant 04 in all the 
experiment conditions.  
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Figure 7: Best-fitted curves with 95% confidence intervals for the f0 values (in semitones, 
standardized by speaker) produced by participants 01, 04 and 06. 
 
We also find speaker-specific effects in the ranges of f0 values. Some participants regularly 
employ a large proportion of their f0 register, while others regularly employ a small proportion 
of their f0 register. To illustrate, let us take a close look at the sentence region from the Pre-
Focus interval to the Post-Focus interval. Figure 8 shows the average f0 ranges with 95% 
confidence intervals (1.96 standard errors) produced by individual participants. We can see that 
every participant differs from some other participant(s). Pairwise comparisons with the 
Bonferroni adjustment show that, between the sixteen participants, everyone significantly differs 
from at least two other people and as many as thirteen other people (p’s<0.05). For example, 
participant 05, whose f0 ranges are largest on average (mean = 2.787) and the least variable 
among all participants (standard deviation = 0.512), differs from participants 01, 03, 04, 06, 07, 
and 09-16. On the other hand, participant 12, whose f0 ranges are smallest on average (mean = 
1.582), differs from participants 02, 04, 05, 06, 08, 09, 11 and 16. Even participant 07, whose f0 
ranges are the most variable among all participants (standard deviation = 1.253), differs from 
participants 02, 05, 08 and 11 (by being smaller). More details about other participants can be 
observed in Figure 8. 
 

 
Figure 8: The observed f0 ranges (calculated from semitones standardized by speaker) with 95% 
confidence intervals for individual participants in the sentence region from the pre-focus interval 
to the post-focus interval. A larger f0 range indicates that the speaker employs a bigger 
proportion of his/her f0 register for this sentence region. 
 
In sum, individual participants appear to be fairly different from one another, yet consistent 
within one’s own utterances, in terms of the f0 shapes they adopt and how large a proportion of 
their f0 register they use. This suggests evidence for speaker-specific behavior in the overall 
prosodic patterns of utterances and the extent to which people utilize their vocal capacity to 
produce prosodic cues. 
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4.2. Prosodic encoding of informativity 
 
Now that we have seen speaker-specific effects on the overall shapes and ranges of f0, let us 
move on to the individual differences in how their prosody reflects the informativity of linguistic 
elements. Since a given participant’s f0 shapes are similar across the conditions, i.e., different 
types of focus and different levels of word frequency and contextual probability (see Section 4.1), 
only f0 ranges are of the interest in this subsection. To draw a direct comparison between the 
group trends and the individual patterns, we present the results of the sentence region from the 
Focus interval to the Post-Focus interval, where the group analysis finds significant differences 
(see Section 3). 
 
First, we observe some between-subject variability in terms of the direction of distinctions 
between different kinds of information. As presented in Section 3, there are three main patterns 
when all sixteen participants are analyzed as a group: (i) wide focus has smaller f0 ranges than 
both types of narrow focus in the condition of frequent and probable words, (ii) narrow new-
information focus has larger f0 ranges than narrow corrective focus and wide focus in the 
condition of frequent but improbable words, and (iii) narrow corrective focus has larger f0 
ranges than narrow new-information focus and wide focus in the condition of infrequent but 
probable words. The analysis of individual participants finds each pattern in eight or nine people 
out of sixteen: pattern (i) is exhibited by participants 01, 02, 04, 05, 07, 10, 12, 14 and 15; pattern 
(ii) is exhibited by  participants 01, 02, 06, 07, 12, and 14-16; pattern (iii) is exhibited by 
participants 04 and 07-13. In other words, only about half of the participants conform to the 
group trends regarding how information-structural types are differentiated in a given 
information-theoretic condition, and it is not the same individuals in every condition. However, it 
is worth noting that there are no alternative ‘competitor’ patterns – instead, the participants who 
do not match the overall group trends show a mix of patterns in the different conditions. Thus, 
although the overall group trends (as summarized in (i)-(iii) above) are not exhibited by everyone, 
they nevertheless constitute the clearest patterns that emerge from the data. 
 
Participants also differ in the magnitude of the information-structural distinctions they make. To 
illustrate, Figure 9 shows the f0 ranges of individual participants in the condition of high word 
frequency and high contextual probability. It appears that some people make clearer distinctions 
than others. For example, the differences between wide and narrow focus are bigger in 
participants 07 and 15 than participants 04 and 14. Participants 07 and 15 use substantially larger 
f0 ranges for the utterances containing narrow focus than the utterances containing wide focus, 
whereas participants 04 and 14 differentiate these two kinds of utterances to a lesser degree. 
Similarly variable patterns are found in other conditions as well. 
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Figure 9: The observed f0 ranges (calculated from semitones standardized by speaker) in the 
sentence region from the Focus interval to the Post-Focus interval for individual participants in 
the condition of high word frequency and high contextual probability. A larger f0 range indicates 
that a bigger proportion of the speaker’s f0 register is employed. 
 
Let us now consider how internally-consistent speakers are in terms of the (i) directionality and 
(ii) magnitude of the information-structural distinctions that they produce. We find considerable 
trial-by-trial variation in the direction of the information-structural distinctions produced by 
individual participants (although the patterns reach significance in the group analysis). 
Particularly, there is little indication of interactions between speaker (i.e. who is speaking) and 
any of the informativity factors in terms of the direction of distinctions between different kinds 
of information. In other words, the overall group results also hold on the level of individual 
speakers, and it is generally not the case that, depending who the speaker is, one particular type 
of information would consistently lead to smaller (or larger) f0 ranges than another particular 
type of information.  
 
Interestingly, if we look at the magnitude of  these distinctions, we find more speaker-internal 
consistency. Some participants regularly produce much larger f0 ranges for one type of focus 
than another, while some others regularly produce only slightly larger f0 ranges for one type of 
focus than another. For example, let us take a close look at the participants who conform to more 
than one group trend: participants 01, 02, 04, 07, 10, 12, 14 and 15. It appears that they can be 
divided into two subgroups such that, across information-theoretic conditions, one subgroup 
consistently produces stronger cues for information-structural distinctions than the other 
subgroup. To illustrate, Figure 10 shows the differences in f0 ranges produced by the eight 
participants in the information-theoretic conditions where they conform to the group trends 
regarding the information-structural distinctions. These differences were calculated with respect 
to the group trend in each condition, i.e. patterns (i-iii) that we summarized towards the 
beginning of this subsection. Specifically, the bars for the high-frequency high-probability 
condition represent the differences between wide focus and the other two types focus (i.e. the f0 
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range in wide focus subtracted from the f0 ranges in new-information narrow focus and 
corrective narrow focus) based on pattern (i)), the bars for the high-frequency low-probability 
condition represent the differences between narrow new-information focus and the other two 
types of focus (i.e. the f0 ranges in wide focus and corrective focus subtracted from the f0 range 
in new-information narrow focus, based on pattern (ii)), and the bars for the low-frequency high-
probability condition represent the differences between narrow corrective focus and the other 
two types of focus (i.e. the f0 ranges in wide focus and new-information focus subtracted from 
the f0 range in corrective narrow focus, based on pattern (iii)). For the participants who do not 
conform to all of these three group patterns (i.e. participants 1, 2, 4, 10, 14, and 15), we only 
calculated the differences in f0 ranges for the information-theoretic conditions where they do. 
Thus, we can see that participants 02, 07, 12 and 15 produce pattern (i) with larger differences 
than participants 01, 04, 10 and 14, participants 02, 07, 12 and 15 produce pattern (ii) with larger 
differences than participants 01 and 14, and participants 07 and 12 produce pattern (iii) with 
larger differences than participants 04 and 10. Essentially, in a given information-theoretic 
condition, participants 02, 07, 12 and 15 consistently use larger differences in f0 ranges than 
participants 01, 04, 10 and 14 for a given direction of information-structural distinctions. In 
general, this observation leads us to speculate that what matters (in terms of encoding and 
perceiving informativity) are not the absolute but rather the relative values. 
 

 
Figure 10: The observed differences in f0 ranges (calculated from semitones standardized by 
speaker) in the sentence region from the Focus interval to the Post-Focus interval for individual 
participants who conform to more than one group trend. The differences were calculated based 
on the group trend in each condition.  
 
To sum up, when we look at individual differences in how speakers encode informativity 
prosodically, we find that about half of the speakers clearly exhibit the f0 range patterns that we 
observed for the group as a whole in terms of which conditions have larger vs. smaller f0 ranges, 
and the remaining speakers show more variable data. In terms of the magnitude of their f0 ranges, 
speakers are largely internally consistent, and our data suggests that speakers differ in how much 
they modulate f0 to signal informativity.  Broadly speaking, this suggests that what matters in 
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terms of encoding information-theoretic notions prosodically are relative, not absolute, values – 
an observation which is in line with prior work on prosody and information structure.  
 
5. General discussion 
 
Our experiment investigates how information structure and information-theoretic properties 
interact in shaping the prosody of an utterance and how individual speakers differ in the overall 
prosody of utterances and the prosodic encoding of informativity. Existing studies have 
examined prosody from information-theoretic and information-structural perspectives, but the 
interaction between these two kinds of informativity factors has not been thoroughly investigated. 
In addition, prior work mostly focuses on the general trends among speakers, and little has been 
said about the differences between or within speakers. A better understanding of these issues is 
important because they are involved in fundamental questions regarding the functions and 
constraints of the prosodic system. In this section, we discuss how our results relate to these 
issues, and what their broader implications are. 
 
Our results in Section 3 show that, when the participants are analyzed as a whole, the prosodic 
effects of information structure are modulated by information-theoretic factors. In particular, we 
find differential effects of contextual probability and word frequency on corrective narrow focus 
vs. new-information narrow focus. Corrective narrow focus results in significant f0 movement 
only when the word carrying corrective information is probable in the context. However, new-
information narrow focus results in significant f0 movement only when the word carrying new 
information is a frequent word. When the narrowly focused word is lexically frequent and 
contextually probable, both types of narrow focus have greater f0 movement than wide focus. In 
contrast, when the narrowly focused word is infrequent and improbable, neither type of narrow 
focus type is distinguishable from wide focus. This fits with our prediction that the prosodic 
prominence associated with information structure would be weakened when other factors also 
demand prosodic prominence. 
 
Taken together, these findings pose a challenge to the widespread view that narrow focus is 
(consistently) associated with greater prosodic prominence than wide focus. In fact, prior work 
on the phonetic realization of information structure suggests a prominence hierarchy, such that 
contrastive/corrective information is prosodically more marked than ‘plain’ new information, 
and new information in narrow focus is prosodically more marked than new information in wide 
focus (e.g., English: Breen et al. 2010; Katz & Selkirk 2011; German: Baumann et al. 2006; 
Mandarin Chinese: Ouyang & Kaiser, 2015; Xu 1999). To the contrary, we did not see this 
hierarchy in our data – we found that contextual probability and word frequency need to be 
considered in order to understand the relative prosodic prominence of different focus types. 
Interestingly, it seems that many existing studies have focused on relatively probable contexts 
and have not manipulated word frequency, which may explain the hierarchical relation 
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previously found between corrective focus, new-information focus and wide focus (i.e. narrow 
corrective > narrow new > wide new).  
 
Consider a hypothetical study that has a mix of high-frequency and low-frequency words 
focused in probable contexts. Based on our results, in such a study: (a) corrective focus will have 
greater prominence than wide focus, since the contexts are probable, and (b) new-information 
focus will be less prominent than corrective focus and more prominent than wide focus, because 
frequent words pattern with the former but infrequent words pattern with the latter. These 
predictions are confirmed by a follow-up analysis where we pooled the conditions of word 
frequency and excluded the condition of high contextual probability. Using the approaches 
described in Section 2.3, we found significant differences in the Focus and Post-Focus intervals. 
The f0 movement was largest for corrective focus, second largest for new-information focus, and 
smallest for wide/VP focus. In other words, the common generalization about the prominence 
hierarchy between the three types of focus might be an epiphenomenon stemming from not 
controlling word frequency and using relatively probable contexts.  
 
Here we will not further discuss why a word’s information-theoretic properties interact with its 
information-structural status in the particular way we observed, since it is not the focus of this 
paper. Nevertheless, our findings highlight the importance of disentangling information structure 
and information-theoretic factors. To fully understand how prosody encodes informativity, it is 
necessary to integrate the work in the information-theoretic approach and the work in the 
information-structural approach (see Wagner & Watson, 2010: 933, for relevant discussion). 
 
Let us now consider the nature and extent of individual variation. In this section, we will 
consider the shapes of f0 contours, the ranges of f0 values, the directionality of differences in f0 
ranges (i.e. which conditions have larger/smaller f0 ranges than other conditions), and the 
magnitude of differences in f0 ranges (i.e. how much larger/smaller the f0 ranges are in one 
condition than another). As we saw in Section 4, if we look at the overall prosody and f0 ranges 
that speakers produce, abstracting away from informativity notions, we find that speakers differ 
from one another but are internally quite consistent. In other words, individual speakers have 
preferences with regard to the shapes of f0 contours and the ranges of f0 values, generally 
speaking. Then, when we look at how individual speakers encode informativity notions 
prosodically, we find that the group-level patterns regarding the directionality of information-
structural distinctions are exhibited by many, but not all, speakers. Interestingly, when we look 
more closely at how internally consistent speakers are in this regard, we find that speakers show 
considerable internal variation in the directionality of distinctions they produce (i.e. whether a 
particular type of focus has larger or smaller f0 ranges than another particular type of focus). In 
contrast, in terms of the magnitude of distinctions they produce (i.e. how much larger or smaller 
the f0 ranges are in one particular type of focus than another), speakers are more internally 
consistent while, again, different from one another. Nevertheless, the group patterns are 
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statistically significant (in analyses that include subjects and items as random factors), and thus 
we conclude that they are still meaningful even in the face of individual variation. 
 
As we noted in Section 3, the group analysis reveals three main patterns which highlight the 
interplay of information theory and information structure: (i) wide focus has smaller f0 ranges 
than both types of narrow focus in the condition of frequent and probable words, (ii) narrow 
new-information focus has larger f0 ranges than narrow corrective focus and wide focus in the 
condition of frequent but improbable words, and (iii) narrow corrective focus has larger f0 
ranges than narrow new-information focus and wide focus in the condition of infrequent but 
probable words. We found that about half of the participants clearly exhibit these patterns.  
Importantly, there is no other ‘competitor pattern’ that emerges from the data, as the rest of the 
participants exhibit more than one other pattern (e.g. some make corrective focus the least 
prominent while others make new-information focus the least prominent, as can be seen in 
Figure 9).  
 
Thus, we observe a set of patterns that a large subset of participants exhibits, and then other, 
seemingly highly variable, non-systematic patterns. It seems that speakers loosely follow 
principles determined by information-theoretic factors and information structure, and collectively 
show a systematic relationship between prosodic prominence and informativity. A related 
phenomenon has been found in the field of speech processing. Studies on accent prediction have 
argued that using speaker-dependent parameters does not substantially improve a model’s 
performance in predicting whether a word receives an accent or not, because the variability in 
placing an accent or not between speakers is similar to that within a speaker (Badino & 
Clark,2007; Shriberg, Ladd, Terken & Stolcke, 1996; Yuan, Brenier & Jurafsky, 2005). Our 
results are consistent with these findings. 
 
While the directions of differences in f0 ranges are closely tied to informativity factors, some 
other aspects of f0 – including the ranges of f0 values, the sizes of differences in f0 ranges, and 
the shapes of f0 contours – appear to show speaker-specific behavior. Given the multi-
functionality of prosody, it is not surprising that these other f0 parameters do not supply strong 
cues for the particular factors we investigated. In terms of the range of f0 values in an utterance 
and the magnitude of fluctuations in f0 ranges across utterances, prior work has found that these 
aspects of f0 ranges can reflect the speaker’s emotions and psychological traits. For example, sad, 
depressed, anxious, irritated, tense or fearful speech employs more limited f0 ranges than happy 
or angry speech (e.g. Johnstone & Scherer, 1999; Morley, van Santen, Klabbers & Kain, 2011). 
Furthermore, children and young adults with autistic spectrum disorders use more exaggerated f0 
ranges than individuals with typical development (e.g. Hubbard & Trauner, 2007; Paul, Bianchi, 
Augustyn, Klin & Volkmar, 2008; Sharda et al., 2010). Thus, it is likely that the speaker-specific 
patterns regarding f0 ranges observed in this study correlate with individual participants’ mood 
or personal characteristics. 
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Similarly, f0 shapes have been shown to convey many other kinds of pragmatic meanings that 
are not investigated in this study, such as the speaker’s beliefs or the relationship between an 
utterance and a subsequent one (e.g. Pierrehumbert & Hirschberg, 1990; Ward & Hirschberg, 
1985, 1986). Due to the nature of our experiment (i.e. reading aloud sentence pairs), the stimuli 
were underspecified in these aspects and open for the participant’s own interpretations. 
Therefore, the presence of speaker-specific patterns in f0 shapes might imply that individual 
speakers have preferences regarding how to fill in unspecified details at the pragmatic level. This 
is an interesting question that would benefit from future work.  
 
Thus, based on our results, it appears that f0 shapes are less informative than f0 ranges in 
distinguishing the three information-structural types of interest, namely corrective narrow focus, 
new-information narrow focus, and wide focus. F0 shapes differentiate these three types of focus 
when we look at all speakers as a whole, but not when we look at each speaker individually. In 
contrast, the directions of differences in f0 ranges distinguish focus types at both the group level 
and the individual level. This suggests that f0 ranges may have a greater contribution than f0 
shapes to the prosodic marking of information structure. We leave this question open for future 
work. 
 
In sum, this study contributes to our understanding of individual differences, providing empirical 
evidence for inter- and intra-speaker variability in the prosodic encoding of informativity. Our 
results are consistent with previous observations that prosody can exhibit speaker-specific 
behavior. Furthermore, we show that apparent differences among the participants in a study do 
not necessarily constitute stable speaker-specific patterns. Instead, the prosodic dimensions that 
do not show participants’ individual preferences may be the key dimensions that reflect the 
linguistic distinctions in question (e.g. the direction of differences in f0 ranges in this study). In 
addition, we discuss possible explanations for speaker-specific behavior in the prosodic 
dimensions we investigate. Prosody appears to be highly multi-functional and tolerant of 
idiosyncrasies to a considerable extent. 
 
6. Conclusions 
 
On the basis of the psycholinguistic production study reported in this paper, we can draw three 
main conclusions. First, information structure and information-theoretic factors interact in 
influencing an utterance’s prosody. Our results show that word frequency modulates the prosodic 
effect of new-information focus (see also Baker & Bradlow, 2009), whereas contextual 
probability modulates the prosodic effect of corrective focus. Second, our findings suggest the 
presence of speaker-specific behavior in prosody. Speakers have individual preferences 
regarding the prosodic patterns of utterances and the magnitude of prosodic cues for 
informativity. Third, we did not see signs of speaker-specific behavior in the directions of 
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prosodic distinctions between information categories – in other words, this seems to be a key 
dimension where English speakers show consistent behavior in terms of how informativity 
related factors are encoded in prosody. In sum, this work contributes to our understanding of 
prosody by providing empirical evidence for the interaction between word frequency and new-
information focus, the interaction between contextual probability and corrective focus, as well as 
the nature and extent of speaker-specific variation. Our findings highlight the importance of 
disentangling information structure and information-theoretic factors and examining both inter- 
and intra-speaker variability. 
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Appendix 1. Target items 
 
The 48 critical sentences in the experiment are recoverable as follows. There are 12 conditions, 
formed by combining three types of question-response pairs (X-Z) and four kinds of object 
nouns in the responses (A-D). Each condition has four items, which can be differentiated based 
the verb-location context where the object nouns occurs (1-4). The subject of a question always 
consists of two personal names; no personal name occurs more than once in the experiment. 
 
1. Context: got…at the sports store 
 (X) Narrow Corrective Focus 
  Partner asks: I heard that {Dawn and Alice; …} got gloves at the sports store. 
 (Y) Narrow New-Information Focus 
  Partner asks: What did {Rachel and Carolyn; …} get at the sports store? 
 (Z) VP/Wide Focus 
  Partner asks: What did {Angela and Joyce; …} do? 
 (A) High Frequency and High Probability: balls 
 (B) Low Frequency and High Probability: cleats 
 (C) High Frequency and Low Probability: fish 
 (D) Low Frequency and Low Probability: toys 
 Participant responds: (No,) they got {balls; cleats; fish; toys} at the sports store. 
 
2. Context: kicked…in the garage 
 (X) Narrow Corrective Focus 
  Partner asks: I heard that {Teresa and Martha; …} kicked dirt in the garage. 
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 (Y) Narrow New-Information Focus 
  Partner asks: What did {Connie and Sharon; …} kick in the garage? 
 (Z) VP/Wide Focus 
  Partner asks: What did {Evelyn and Jacqueline; …} do? 
 (A) High Frequency and High Probability: cars 
 (B) Low Frequency and High Probability: cans 
 (C) High Frequency and Low Probability: books 
 (D) Low Frequency and Low Probability: shells 
 Participant responds: (No,) they kicked {cars; cans; books; shells} in the garage. 
 
3. Context: found…in the sea 
 (X) Narrow Corrective Focus 
  Partner asks: I heard that {Bonnie and Laura; …} found boats in the sea. 
 (Y) Narrow New-Information Focus 
  Partner asks: What did {Mary and Irene; …} find in the sea? 
 (Z) VP/Wide Focus 
  Partner asks: What did {Lillian and Gladys; …} do? 
 (A) High Frequency and High Probability: fish 
 (B) Low Frequency and High Probability: shells 
 (C) High Frequency and Low Probability: balls 
 (D) Low Frequency and Low Probability: cans 
 Participant responds: (No,) they found {fish; shells; balls; cans} in the sea. 
 
4. Context: found…on the stairs 
 (X) Narrow Corrective Focus 
  Partner asks: I heard that {Matthew and Edward; …} found socks on the stairs. 
 (Y) Narrow New-Information Focus 
  Partner asks: What did {Joseph and Steven; …} find on the stairs? 
 (Z) VP/Wide Focus 
  Partner asks: What did {Daniel and Jason; …} do? 
 (A) High Frequency and High Probability: books 
 (B) Low Frequency and High Probability: toys 
 (C) High Frequency and Low Probability: cars 
 (D) Low Frequency and Low Probability: cleats 
 Participant responds: (No,) they found {books; toys; cars; cleats} on the stairs. 
 
Appendix 2. Lexical frequency of the target words 
 

Word 
Frequency in SUBTLEXus  

(per million) 
fish 83.49 
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books 67.76 
cars 45.63 
balls 40.16 
toys 13.22 
cans 7.67 

shells 5.57 
cleats 0.41 

 




